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Abstract
AI tools are generating code faster than humans can properly review
it, leading repositories to skip review and auto-merge agentic Pull
Requests (PR) directly. In this study, we analyze the characteristics
of auto-merged agentic PRs and compare them to human-authored
ones. We examine code characteristics, repository ecosystems, and
agentic tools across the AIDev dataset, spanning diverse software
engineering tasks. We find that auto-merged PRs are smaller and
more focused, and that repositories tend to either auto-merge all or
none agentic PRs, with more mature repositories favoring the lat-
ter. Compared to human-authored auto-merges, maintainers auto-
merge agentic PRs more often but show caution toward PRs that
delete existing code. Among agents, OpenAI Codex and Claude
Code receive the highest auto-merge rates. These findings can in-
form agentic tool design and repository’s auto-merge decisions.

CCS Concepts
• General and reference → Empirical studies; • Computing
methodologies→ Artificial intelligence; • Information sys-
tems→ Open source software.
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1 Introduction
The introduction of LLM-based agentic tools has accelerated soft-
ware development by automating tasks like test creation [15], and
refactoring [20]. These time-consuming tasks are now automated
by AI agents, increasing overall developer productivity [5, 23, 24].

Nevertheless, the fast software development pace now requires
developers to manually review more pull requests (PRs) to maintain
code quality [10]. When reviewing, developers must quickly assess
the basic quality criteria of the PR [11], shifting the burdensome
task of writing code toward the manual effort of reasoning about
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and accepting PRs. As software development increases with the use
of AI-driven tools, the task of analyzing and accepting PRs becomes
even more challenging [16], leading to stale pull requests [18].

Auto-merge, the process of automatically merging pull requests
without human intervention [13], can quicken the development
workflow. However, trusting automated changes requires safe-
guards to increase the likelihood of acceptance [30]: adherence
to best practices in the pull request (e.g., good descriptions [29],
linting) and in the repository ecosystem (e.g., tests, CI).

Prior work studied the role and limitations of agents in open-
source development. Soares et al. [25] found that smaller PRs with
fewer commits and files are more likely to be merged quickly.
Moataz et al. [6] reported that developers use ChatGPT for com-
plex, review-heavy PRs with high code churn and longer lifecycles.
Watanabe et al. [27] observed an 83.8% acceptance rate for Claude
Code’s PRs focused on refactoring and testing, though rejections
still occur when lacking project-specific context.

However, despite ongoing efforts to study agentic code contri-
butions [27], no systematic analysis has compared auto-merged
agentic-generated pull requests across models, task types, or against
human-authored baselines. Understanding agentic auto-merges
and how they differ from human-authored ones can inform
both agent tool design and repository auto-merge decisions.

In this work, we quantitatively study auto-merged agentic pull
requests to understand their characteristics and how they differ
from human PRs. We analyze the AIDev dataset [17], examining
pull request characteristics across different tasks, their ecosystems,
and in comparison with their human-authored counterparts.

Our findings show that agentic PR acceptance is bimodally dis-
tributed, typically either fully accepted or rejected. Auto-merged
Agentic PRs are notably smaller and more focused, and less com-
mon in more mature, well-governed projects. Compared to human
PRs, agentic PRs are auto-merged more frequently, but maintainers
are more cautious when agents remove existing code; among tools,
OpenAI Codex [22] and Claude Code [1] show the highest trust.

2 Methodology
We define Auto-Merge as merging a PR without reviews or review
comments, and without comments from anyone other than the
author or bots (e.g., Dependabot). This definition accommodates
agentic workflows where agents commit iteratively (e.g., Devin)
or act under user credentials (e.g., Codex), while excluding PRs
with human interaction. To understand the characteristics of auto-
merged agentic PRs, we propose the following research questions.

RQ1 What properties of agentic-pull requests and repositories
relate to auto-merges?

RQ2 What characteristics distinguish human and agent authored
auto-merge PRs?
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Figure 1: Distribution of auto-merge rates per feature across repositories for AI and Human Pull Requests. Highlighted bars
across AI-Human PRs represent significance between Agentic and Human PRs, where ∗𝑝 < 0.05, ∗∗𝑝 < 0.01, and ∗∗∗𝑝 < 0.001.
Statistical significance (*) presented in the repository (𝑛) label shows impact within Agentic PRs and within Human PRs. For
statistical significant results, we also present the effect size: small (◦), medium (◦◦), and high (◦◦◦).

To ground our analysis, we use AIDev [17], a dataset with ap-
proximately 33,000 PRs from 2,800 popular repositories (≥ 100 stars).
These PRs are generated by five widely used AI Coding Agents:
Claude Code [1], Codex [22], Copilot [12], Cursor [2], and Devin [8].
The dataset also includes a section of human-authored PRs from
the same repositories for comparison. AIDev provides metadata at
multiple levels, including repository, pull request, issues, and user
information. To identify defining characteristics, we analyze agentic
and human auto-merged pull requests along three dimensions:
PR Dimension We analyze PR size and complexity through code

metrics (additions, deletions, total lines changed, and files
changed) and examine auto-merge rates across task types
(e.g., feature implementations, bug fixes, documentation).

Repository Dimension We examine how repository characteris-
tics affect auto-merge rates, including maturity (stars, forks),
the presence of CI workflows, and community health in-
dicators such as codes of conduct, contribution guidelines,
licenses, and README files [26].

Agent Dimension We split auto-merged PRs by agent to reveal
whether different tools —with distinct workflows and rea-
soning approaches— exhibit different auto-merge patterns.

To conduct our analysis, we perform a three-step approach.
First, we perform a preliminary analysis of AIDev and extend the

dataset of human-authored pull requests with comments, file-level
changes, and PR interactions. For both human and agentic PRs, we
also collect CI jobs and repository health metrics. To mitigate bias
from repositories that dominate the dataset (� mochilang/mochi
and�MontrealAI/AGI-Alpha-Agent-v0 represent 37.2% of PRs), we
compute auto-merge rates per repository and treat each repository
as a single observation. We also filter out repositories with fewer
than five merged PRs (below the 75th percentile), as they do not
provide sufficient evidence of auto-merge patterns.

Second, we perform a pull-request–level analysis of the dataset.
We analyze the distribution of PR properties (e.g., lines changed)

across three categories: AI-generated auto-merged PRs, AI-generated
PRs with interaction, and human-authored PRs. We verify statis-
tical differences using the Mann-Whitney U Test [19]. We further
compare AI and human-authored PRs across AIDev task categories:
build , chore , ci , docs , feat , fix , refactor , and test . For each
category, we test statistical differences in PR characteristics at two
thresholds: 0% (no auto-merge) and 100% (fully auto-merged).When
comparing groups (Agentic vs. human-authored PRs), we apply the
Bonferroni correction [3] to account for multiple comparisons and
control the familywise error rate.

Finally, we perform a repository-level analysis, applying the
Mann-Whitney U test to stars, forks, health score, and CI runs.

3 Analysis and Findings
In this section, we present the results of our empirical analysis
based on the research questions defined in Section 2. Our findings
showcase the differences in auto-merges between agents and human
pull requests, and the impact of the project and task type. The
analysis and mined data are publicly available in our artifact [4].

3.1 Agentic PRs merged and auto-merged
When comparing all agentic PRs that weremerged and auto-merged,
we have identified four main findings as presented below.

Agentic Auto-merge is Bimodally Distributed. Auto-merge
resembles a bimodal distribution: repositories either use auto-merge
or avoid it, leaving little middle ground. This can be visualized in
the left section of Figure 1, where the majority of repositories either
has a 0% or 100% auto-merge rate, with little density in between.

Auto-merged PRs are Significantly Smaller. Figure 2a com-
pares PR size characteristics between auto-merged PRs and their
counterparts. Auto-merged PRs are significantly smaller in lines
changed, files changed, additions, and deletions. This suggests auto-
merge works well for incremental, focused changes.

https://github.com/mochilang/mochi
https://github.com/MontrealAI/AGI-Alpha-Agent-v0
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Figure 2: Code metrics of auto-merged PRs compared at a repository-level (with ≥5 PRs per repository). The violin plots include
a box plot within and a diamond symbolizing the average value. Significance: ∗𝑝 < 0.05, ∗∗𝑝 < 0.01, and ∗∗∗𝑝 < 0.001.

Table 1: Comparison of repository and CI information be-
tween AI auto-merges and no auto-merges.

Metric Auto-merge No auto-merge P-Value

Stars 440.0 983.0 5.84e-04 ***
Forks 81.0 264.0 5.89e-10 ***
Health Score 50.0 75.0 9.75e-12 ***
M𝑑 Check Runs 4.0 10.0 1.55e-13 ***

Repository Maturity Matters. We find that repositories with
0% auto-merges rate tend to bemoremature, well-governed projects
with robust processes, that require more human oversight (Table 1).
More mature repositories with more CI checks and agent-guiding
files have less auto-merge rates with regards to smaller, less formal
environments, where requirements are looser.

Tests are Highly Trusted, Features are Less. Figure 1 shows
that agentic PRs have significantly higher auto-merge rates across
all task types (p < 0.001), though some vary. Tests and CI achieve
100% auto-merge rates in over half of repositories, with Build close
behind at 49%. In contrast, feature implementations ( feat ) reach
100% auto-merge in only 29% of repositories as the lowest among
task types. This difference may reflect risk as customer-facing fea-
tures carry higher stakes, while developer-facing tasks like tests,
CI, and builds are lower-risk and easier to trust.

RQ 1. Agentic Auto-merged PRs Characteristics

Auto-merge follows a bimodal distribution and is more common
for smaller PRs, in less mature repositories, and for lower-risk
developer-facing tasks, such as tests, CI, and builds.

3.2 Agentic and Human auto-merged PRs
For our second research question, we compare agentic and human-
authored auto-merged PRs from the same repositories. Most reposi-
tories use a single agent (91.7%) and a small percentage use multiple
agents (8.3%), with only one repository using all five agents. Below
we present our four main takeaways from this comparison.

AI-dominated Automerging. Figure 1 shows that for all tasks,
repositories with 100% auto-merge rate by agents are significantly
higher when compared to their human counterpart, all of themwith
statistical significance. This suggests that repository maintainers
trust AI-produced code sufficiently for its auto-merge rate to be
superior to that of humans across all task types.

Auto-merged PRs Show Different Deletion Patterns. Human
auto-merged PRs have more lines changed and more deletions
compared to agentic PRs as visible in Figure 2b. Besides agentic PRs
being smaller, they reveal a fundamental behavioral difference since
agentic PRs with deletions are less auto-merged when compared
to human PRs with deletions. This suggests that users are more
cautious of agents removing existing code.

Not All Agents are the Same. Although human-authored auto-
merged PRs follow a bimodal distribution similar to agent-authored
ones at the task-type level (Figure 1), this pattern appears to shift
when studied at the agent level (Figure 3). For most agents, the
bimodal pattern fades, with in-between rates increasing compared
to the aggregate values and yielding more balanced, single-mode
distributions. Some agents, such as OpenAI Codex and Claude
Code, still exhibit high auto-merge rates in our sample, though
Claude Code has limited adoption time and a smaller number of
observations (𝑛 = 12). The bimodality observed in Section 3.1
may partly reflect the contrast between agents with higher auto-
merge rates and those with lower rates across repositories, though
sample sizes vary considerably across agents. These patterns may
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Figure 3: Distribution of auto-merge rates per agent and humans across repositories. Highlighted bar(s) represent significance
w.r.t. model to human PR, where ∗𝑝 < 0.05, ∗∗𝑝 < 0.01, and ∗∗∗𝑝 < 0.001. Significance within agents is added to the repo (𝑛) label.
Significant results effect size are also presented with small (◦), medium (◦◦), and high (◦◦◦).

also reflect tool design philosophies. AI assistants and editors such
as Copilot and Cursor are designed to improve the developer’s
workflow, while AI agents such as OpenAI Codex and Claude Code
operate more independently [9]. Devin, which is marketed as a
“junior engineer” [7], still requires more reviews.

Only OpenAI Codex Significantly Differs fromHumans. Fig-
ure 3 shows that OpenAI Codex is the only agent whose auto-merge
rates differ significantly from human PRs in the same repositories
(𝑝 < 0.001). While Claude Code achieves the highest proportion of
repositories with 50% auto-merge, its small sample size (𝑛 = 12) lim-
its statistical comparison. The remaining agents show no significant
difference from human auto-merge patterns.

RQ 2. Agentic Vs Human Auto-merged Pull Requests

Agentic auto-merged PRs are smaller and achieve higher auto-
merge rates than human PRs across all task types. However,
maintainers show caution toward agentic PRs that delete exist-
ing code. Auto-merge patterns also vary by agent: autonomous
agents (Codex, Claude Code) achieve higher rates than assistant-
style tools (Copilot, Cursor).

4 Threats to Validity
Internal Validity. Excluding repositories with fewer than five PRs

may introduce survivorship bias by omitting early adopters who
later abandoned agent usage. Although we aggregate at the reposi-
tory level to reduce the impact of high-volume projects, repositories
following similar workflows may still introduce correlated patterns.
Furthermore, repository health metrics reflect file presence rather
than content quality, which may not fully capture project maturity.

External Validity. Our findings are based on AIDev, a large but
single-source dataset of agentic pull requests. Auto-merge behav-
iors may vary in proprietary codebases with stricter review policies,
or with agents not represented in AIDev. Agent representation is
also uneven: for instance, Claude Code was released in late February
2025, resulting in less time for adoption.

Construct Validity.We define auto-merge as PRs merged without
external review comments, a strict definition that may exclude PRs

with brief approvals (e.g., “LGTM”). Alternative definitions could
yield different characteristics, while potentially capturing a broader
range of out-of-scope semi-automated or lightly reviewed merges.

5 Related Work
Prior work has studied the technical and social factors that affect
pull request (PR) outcomes [25, 30], showing that attributes such as
change size, contributor identity, and reviewer assignment signifi-
cantly impact merge decisions. In automated pull-based workflows,
studies found that bot-authored PRs are delayed or rejected more
frequently than human-authored ones, despite being of similar
quality [28]. Dependabot, for instance, sees high acceptance but is
actively managed to reduce fatigue and misalignment [14]. More
recent work explores LLM-assisted PRs, showing that developers
use ChatGPT for complex, high-effort tasks [6], often treating its
output as a draft to refine before merging [21]. Watanabe et al. [27]
studied Claude Code generated PRs and found that autonomous
systems succeed on low-risk tasks but still require human feedback.
Beyond a human or single-agent focus, we extend prior work by
analyzing AI auto-merged PRs across multiple agents and tasks.

6 Conclusion
In this paper, we conducted a quantitative analysis of auto-merged
agentic pull requests across agents, repositories, and task types. Our
findings show that auto-merged PRs are smaller, more focused than
other agentic merged PRs, and occur more in less mature reposito-
ries that are more lenient in their requirements. Additionally, auto-
merge decisions follow a bimodal distribution, where repositories
primarily either auto-merge all or none of the agentic PRs. When
looking at agent-level, the distribution is more balanced, revealing
that OpenAI Codex and Claude Code achieve higher auto-merge
rates, while the others lack in that aspect. Moreover, we find that
maintainers trust AI produced code enough to auto-merge it often,
but are cautious when agents remove existing code. These findings
can help developers navigate an increasingly agentic software en-
gineering ecosystem, and inform the design of agentic frameworks
that produce more targeted and trustworthy code.
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