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This talk is about (preventing) robots crashing
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The Robot Operating System (ROS) improves 
development by focusing on component reuse

“We have designed ROS to support our philosophy of modular, tools-based software development” 
[Quigley et al, 2009]
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robot localization
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However, unchecked component assumptions and 
lack of documentation lead to misconfigurations

+✘
Misconfigurations arise from mismatched expectations and guarantees when 

configuring and integrating components
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airdrone_driver /front/image_raw

...

airdrone_autonomy pkg

object_detector

Node Topic
Publish port Subscribe port

Legend
Node Topic

Publish port Subscribe port

Legend

The airdrone_driver sends sensor data, while 
the object_detector receives and processes it
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object_detectorairdrone_driver /front/image_raw

Frame: provided image has not the same size as the
camera model or image is not grayscale

...

airdrone_autonomy pkg

Node Topic
Publish port Subscribe port

Legend
Node Topic

Publish port Subscribe port

Legend

Missing semantic information regarding image 
format leads to image color mismatches
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By specifying over component 
configurations and their integration, we can 

detect misconfigurations prior to deployment

{properties}
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ROSpec: A specification language for refining 
ROS components configurations and integration
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ROSpec: A specification language for refining 
ROS components configurations and integration

✘

✘

✘
✘
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ROSpec design is based on prior work in 
misconfigurations [1]

TF

Taxonomy of Misconfigurations
Calibration

Other
Launch Semantic TypesParameters

Embedded DSL

Nodes

Names

Contextual

Messages Timeliness

[1] Paulo Canelas, Bradley Schmerl, Alcides Fonseca, and Christopher S. Timperley. 2024. Understanding Misconfigurations in ROS: An 
Empirical Study and Current Approaches. In Proceedings of the International Symposium on Software Testing and Analysis. 
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The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.
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ROSpec design is based on prior work in 
misconfigurations and two primary stakeholders

Responsible for creating reusable
packages composed of multiple nodes
that allow easy configuration.

Component WriterBob(s)
Responsible for creating reusable
packages composed of multiple nodes
that allow easy configuration.

Component Writer

Component Source-Code
class VelocityPublisher:

def __init__(self):
rospy.init_node('velocity_publisher')

self.min_vel_x = rospy.get_param('~min_vel_x', 0.1)
self.max_vel_x = rospy.get_param('~max_vel_x', 0.5)

self.pub = rospy.Publisher('/cmd_vel', Twist)
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ROSpec design is based on prior work in 
misconfigurations and two primary stakeholders

Responsible for creating reusable
packages composed of multiple nodes
that allow easy configuration.

Component Writer
Who select and adapts components to
meet system requirements, while
ensuring that configurations match
the component assumptions

Component Integrator
AliceBob(s)

Responsible for creating reusable
packages composed of multiple nodes
that allow easy configuration.

Component Writer

ROS Configuration File
max_vel_x: 0.5
min_vel_x: 0.1
global_frame: “odom”
robot_base_frame: “base_link”
update_frequency: 5.0
static_map: true

Component Source-Code
class VelocityPublisher:

def __init__(self):
rospy.init_node('velocity_publisher')

self.min_vel_x = rospy.get_param('~min_vel_x', 0.1)
self.max_vel_x = rospy.get_param('~max_vel_x', 0.5)

self.pub = rospy.Publisher('/cmd_vel', Twist)



Component Writer

node type move_group {

param max_acceleration: double where {_ >= 0};

optional param max_velocity: double = 1.2211;
optional param has_velocity_limits: bool = false;

} where {
exists(max_velocity) -> exists(has_velocity_limits);

}

21

system {
node instance mv_gp: move_group {
param max_acceleration = 0.0;
param max_velocity = 3.14;

}
}

Component Integrator

We enforce type restrictions and parameter 
dependencies using liquid and dependent types
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system {
node instance mv_gp: move_group {
param max_acceleration = 0.0;
param max_velocity = 3.14;

}
}

Component Integrator

We enforce type restrictions and parameter 
dependencies using liquid and dependent types

Liquid Type: Only allow positive max accelerations

In-Value Dependent Type: If max_velocity is set, then has_velocity_limits must be set



Component Writer
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system {
node instance mv_gp: move_group {
param max_acceleration = 0.0;
param max_velocity = 3.14;

}
}

Component Integrator

We enforce type restrictions and parameter 
dependencies using liquid and dependent types

✘

In-Value Dependent Type: If max_velocity is set, then has_velocity_limits must be set

Liquid Type: Only allow positive max accelerations

node type move_group {

param max_acceleration: double where {_ >= 0};

optional param max_velocity: double = 1.2211;
optional param has_velocity_limits: bool = false;

} where {
exists(max_velocity) -> exists(has_velocity_limits);

}
Dependency exists(max_acceleration) -> 

exists(has_acceleration_limits) not satisfied in move_group
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Liquid types are also used to structurally refine 
the architecture of the system

Component Writer

node type openni_node {
optional param depth_frame_id: string = "/openni_depth_optical_frame";
optional param rgb_frame_id: string = "/openni_rgb_optical_frame";

publishes to camera/depth/points: sensor_msgs/PointCloud2 where { count(publishers(_)) == 1 };
}
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Liquid types are also used to structurally refine 
the architecture of the system

Component Writer

node type openni_node {
optional param depth_frame_id: string = "/openni_depth_optical_frame";
optional param rgb_frame_id: string = "/openni_rgb_optical_frame";

publishes to camera/depth/points: sensor_msgs/PointCloud2 where { count(publishers(_)) == 1 };
}

Liquid Type: There must only be one publisher to the topic



Component Integrator
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Liquid types are also used to structurally refine 
the architecture of the system

Component Writer

node type openni_node {
optional param depth_frame_id: string = "/openni_depth_optical_frame";
optional param rgb_frame_id: string = "/openni_rgb_optical_frame";

publishes to camera/depth/points: sensor_msgs/PointCloud2 where { count(publishers(_)) == 1 };
}

system {
node instance openni_node1: openni_node { … }

node instance openni_node2: openni_node { … }
}

Liquid Type: There must only be one publisher to the topic

openni_node1

/camera/depth/points

openni_node2

count(publishers(_) == 1

✘
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Policies refine component connections by 
providing semantic information

Component Writer 1

Component Writer 2

node type openni_camera_driver {
@qos{effort1qos}
publishes to /camera/rgb/image_raw: sensor_msgs/Image;

}

node type custom_node {
@qos{reliable5qos}
subscribes to /camera/rgb/image_raw: sensor_msgs/Image;

}
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Policies refine component connections by 
providing semantic information

Component Writer 1

node type openni_camera_driver {
@qos{effort1qos}
publishes to /camera/rgb/image_raw: sensor_msgs/Image;

}

Component Writer 2

node type custom_node {
@qos{reliable5qos}
subscribes to /camera/rgb/image_raw: sensor_msgs/Image;

}

Quality of Service (QoS) policies allow you to tune 
communication between nodes

(history, depth, reliability, durability, deadline, …)
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Policies refine component connections by 
providing semantic information

Component Writer 1

node type openni_camera_driver {
@qos{effort1qos}
publishes to /camera/rgb/image_raw: sensor_msgs/Image;

}

Component Writer 2

node type custom_node {
@qos{reliable5qos}
subscribes to /camera/rgb/image_raw: sensor_msgs/Image;

}

Quality of Service (QoS) policies allow you to tune 
communication between nodes

(history, depth, reliability, durability, deadline, …)

Figuring out the right QoS settings to use for nodes is also a pain,
since certain combinations are not compatible with others, so for
every nodes, you have to consult the compatibility matrix and make
sure that all subscribers and publishers agree with each other. [2]

[2] https://docs.google.com/forms/d/1GWb7RrSPkvdgl49LMrsTyoAy3i29LO6AuFSIUzsuwrs, from Open Robotics 34

https://docs.google.com/forms/d/1GWb7RrSPkvdgl49LMrsTyoAy3i29LO6AuFSIUzsuwrs
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Policies refine component connections by 
providing semantic information

Component Integrator

Component Writer 1

system {
node instance node: custom_node { }
node instance openni_node: openni_camera_driver { }

}

node type openni_camera_driver {
@qos{effort1qos}
publishes to /camera/rgb/image_raw: sensor_msgs/Image;

}

Component Writer 2

node type custom_node {
@qos{reliable5qos}
subscribes to /camera/rgb/image_raw: sensor_msgs/Image;

}

policy instance effort1qos: qos {
setting reliability = BestEffort;
setting depth = 1;

}

policy instance reliable5qos: qos {
setting reliability = Reliable;
setting depth = 1;

}

✘
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Evaluation
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R200

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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Did you check that you are receiving both rgb and depth stream ? Are you sure that your rgb topic is
/camera/color/image_raw  ? It seems to me that the default was /camera/rgb/image_color .
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
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rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.
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The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.
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rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below
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<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.
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The performance can be linked to a number of different factors, you might want to create another
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
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Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below
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<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.
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Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).
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Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"
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I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so
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color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640
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rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below
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I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.
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reconstructed from image and depth"
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I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.
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I have rgbdslam running on a separate machine. I run it like so
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Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
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I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"
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I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
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anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.
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ticket for it. If this works I will post it as an answer.
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
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I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.
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The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.
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I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640
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Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below
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<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.
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The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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We specified 19 components, using both liquid 
and dependent types to refine configurations

Component: amcl
node type amcl {

context distribution: AfterHumbleVersion;

optional param max_beams: int = 60;
optional param max_particles: int = 2000;
optional param min_particles: int = 500;
optional param laser_max_range: double where {_ >= 0} = 100.0;
optional param set_initial_pose: bool = false;

optional param initialpose: geometry_msgs/Pose2D = geometry_msgs/Pose2D {
x = 0.0,
y = 0.0,
theta = 0.0,

};

@qos{sensor_data_profile}
subscribes to content(scan_topic): RestrictedLaserScan;

@qos{sensor_data_profile}
publishes to particle_cloud: nav2_msgs/ParticleCloud;

provides service request_nomotion_srv: std_srvs/Empty;
} where {

min_particles < max_particles;
set_initial_pose -> exists(initial_pose);

}
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Component: amcl

42

We specified 19 components, using both liquid 
and dependent types to refine configurations

Component: amcl
node type amcl {

context distribution: AfterHumbleVersion;

optional param max_beams: int = 60;
optional param max_particles: int = 2000;
optional param min_particles: int = 500;
optional param laser_max_range: double where {_ >= 0} = 100.0;
optional param set_initial_pose: bool = false;

optional param initialpose: geometry_msgs/Pose2D = geometry_msgs/Pose2D {
x = 0.0,
y = 0.0,
theta = 0.0,

};

@qos{sensor_data_profile}
subscribes to content(scan_topic): RestrictedLaserScan;

@qos{sensor_data_profile}
publishes to particle_cloud: nav2_msgs/ParticleCloud;

provides service request_nomotion_srv: std_srvs/Empty;
} where {

min_particles < max_particles;
set_initial_pose -> exists(initial_pose);

}

Total: 498 lines

Liquid types

QoS policies

Dependencies

✅

✅

✅
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rgbdslam_v2 not receiving any video stream from Realsense
R200

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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rgbdslam_v2 not receiving any video stream from Realsense
R200

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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rgbdslam_v2 not receiving any video stream from Realsense
R200

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.
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The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.
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I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )

add a comment

0
Set config/topic_points  to "" . As specified in the launch file : "if empty,
poincloud will be reconstructed from image and depth"

0
I have same question. But I use kinect2, so I installed libfreenect2 and iai_kinect.
Using iai_kinect2 bridge translate in kinect2 and ros. But RGBDSLAM GUI seem
show point cloud result of fusion of single frame .

Did you check that you are receiving both rgb and depth stream ? Are you sure that your rgb topic is
/camera/color/image_raw  ? It seems to me that the default was /camera/rgb/image_color .

Sort by » oldest newest most voted

Search or ask your question

ROS Resources: Documentation | Support | Discussion Forum | Index | Service Status | Q&A answers.ros.org

tags users badges

Hi there! Please sign in help

ASK YOUR QUESTIONALL UNANSWERED

Apr 8 '16
960 times
Jul 06 '16

Question Tools

FollowFollow
2 followers

subscribe to rss feed

Stats

Asked:
Seen:
Last updated:

Related questions

RGBDSLAM alternatives for Indigo

The detail of RGBDSLAMv2

How do I !nd out a topics data type?

RGBDSLAMv2 remote online mapping
visualization problems in RViz

rgvdslam v2 roslaunch error in
ubuntu 14.04 ros indigo

rgbdslam v2 process has died

How to use a saved Octomap for
Path Planning with Kinect

load ocTree !le to octomap_server
[closed]

RGBDSLAM+IMU

rgbdslam error: gsl/gsl_linalg.h not
found [closed]

asked Apr 8 '16
archit 
3 ●1 ●2 ●3

updated Apr 8 '16

RGBDSLAM rgbdslam_v2 rgbdslamv2 realsense realsense_camera

Comments

answered Apr 10 '16
al-dev 
873 ●7 ●14 ●20

linkadd a comment

answered Jul 6 '16
Ziwen Qin  
136 ●8 ●10 ●17

linkadd a comment

2 Answers

0
rgbdslam_v2 not receiving any video stream from Realsense
R200

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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rgbdslam_v2 not receiving any video stream from Realsense
R200

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )

add a comment

0
Set config/topic_points  to "" . As specified in the launch file : "if empty,
poincloud will be reconstructed from image and depth"

0
I have same question. But I use kinect2, so I installed libfreenect2 and iai_kinect.
Using iai_kinect2 bridge translate in kinect2 and ros. But RGBDSLAM GUI seem
show point cloud result of fusion of single frame .

Did you check that you are receiving both rgb and depth stream ? Are you sure that your rgb topic is
/camera/color/image_raw  ? It seems to me that the default was /camera/rgb/image_color .

Sort by » oldest newest most voted

Search or ask your question

ROS Resources: Documentation | Support | Discussion Forum | Index | Service Status | Q&A answers.ros.org

tags users badges

Hi there! Please sign in help

ASK YOUR QUESTIONALL UNANSWERED

Apr 8 '16
960 times
Jul 06 '16

Question Tools

FollowFollow
2 followers

subscribe to rss feed

Stats

Asked:
Seen:
Last updated:

Related questions

RGBDSLAM alternatives for Indigo

The detail of RGBDSLAMv2

How do I !nd out a topics data type?

RGBDSLAMv2 remote online mapping
visualization problems in RViz

rgvdslam v2 roslaunch error in
ubuntu 14.04 ros indigo

rgbdslam v2 process has died

How to use a saved Octomap for
Path Planning with Kinect

load ocTree !le to octomap_server
[closed]

RGBDSLAM+IMU

rgbdslam error: gsl/gsl_linalg.h not
found [closed]

asked Apr 8 '16
archit 
3 ●1 ●2 ●3

updated Apr 8 '16

RGBDSLAM rgbdslam_v2 rgbdslamv2 realsense realsense_camera

Comments

answered Apr 10 '16
al-dev 
873 ●7 ●14 ●20

linkadd a comment

answered Jul 6 '16
Ziwen Qin  
136 ●8 ●10 ●17

linkadd a comment

2 Answers

0
rgbdslam_v2 not receiving any video stream from Realsense
R200

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.
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The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.
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rgbdslam_v2 not receiving any video stream from Realsense
R200

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,
I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"

 al-dev  ( Apr 9 '16 )

I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
suggested and it does seem to work. It is just too slow right now.

 archit  ( Apr 10 '16 )

The performance can be linked to a number of different factors, you might want to create another
ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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I have same question. But I use kinect2, so I installed libfreenect2 and iai_kinect.
Using iai_kinect2 bridge translate in kinect2 and ros. But RGBDSLAM GUI seem
show point cloud result of fusion of single frame .

Did you check that you are receiving both rgb and depth stream ? Are you sure that your rgb topic is
/camera/color/image_raw  ? It seems to me that the default was /camera/rgb/image_color .
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ticket for it. If this works I will post it as an answer.

 al-dev  ( Apr 10 '16 )
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I have rgbdslam running on a separate machine. I run it like so

roslaunch rgbdslam rgbdslam.launch

Unfortunately, I don't see any video being captured on the GUI that comes up. I have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>
<param name="config/base_frame_name" value="/camera_link"/>
<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

I have confirmed using rviz that my machine does receive video stream from the Realsense camera. Does
anyone have any pointers on what I might be doing wrong to not receive anything on the rgbdslam GUI.

 al-dev  ( Apr 8 '16 )

Yeah, I'm receiving both the rgb and depth streams (checked with rviz). I changed the topic to
/camera/color/image_raw because that it is the one on which Realsense sends the rgb stream (it
works when used with rviz).

 archit  ( Apr 9 '16 )

Ok. Which versions of rgbdslam  and of the realsense ROS driver are you using ? I would try
setting config/topic_points  to "" . As specified in the launch file : "if empty, poincloud will be
reconstructed from image and depth"
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I'm using rgbdslamv2  (repo) and Intel's package for Realsense (repo). I'm trying what you
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Writing a New Controller Plugin

Overview
Requirements
Tutorial Steps

Overview

This tutorial shows how to create your own controller plugin.

In this tutorial, we will be implemen!ng the pure pursuit path tracking algorithm based on this paper. It is recommended you go through it.

Note: This tutorial is based on a previously exis!ng simplified version of the Regulated Pure Pursuit controller now in the Nav2 stack. You
can find the source code matching this tutorial here.

Requirements

ROS 2 (binary or build-from-source)
Nav2 (Including dependencies)
Gazebo
Turtlebot3

Tutorial Steps

1- Create a new Controller Plugin

We will be implemen!ng the pure pursuit controller. The annotated code in this tutorial can be found in naviga!on_tutorials repository as
the nav2_pure_pursuit_controller . This package can be considered as a reference for wri!ng your own controller plugin.

Our example plugin class nav2_pure_pursuit_controller::PurePursuitController  inherits from the base class nav2_core::Controller . The
base class provides a set of virtual methods to implement a controller plugin. These methods are called at run!me by the controller server
to compute velocity commands. The list of methods, their descrip!ons, and necessity are presented in the table below:

Virtual method Method descrip!on Requires override?

configure()
Method is called when controller server enters on_configure state. Ideally this method
should perform declara!ons of ROS parameters and ini!aliza!on of controller’s member
variables. This method takes 4 input params: weak pointer to parent node, controller
name, # buffer pointer and shared pointer to costmap.

Yes

ac!vate()
Method is called when controller server enters on_ac!vate state. Ideally this method
should implement opera!ons which are necessary before controller goes to an ac!ve
state.

Yes

deac!vate()
Method is called when controller server enters on_deac!vate state. Ideally this method
should implement opera!ons which are necessary before controller goes to an inac!ve
state.

Yes

cleanup() Method is called when controller server goes to on_cleanup state. Ideally this method
should clean up resources which are created for the controller. Yes

setPlan() Method is called when the global plan is updated. Ideally this method should perform
opera!ons that transform the global plan and store it. Yes

computeVelocityCommands()

Method is called when a new velocity command is demanded by the controller server in-
order for the robot to follow the global path. This method returns a
geometry_msgs::msg::TwistStamped which represents the velocity command for the robot
to drive. This method passes 3 parameters: reference to the current robot pose, its
current velocity, and a pointer to the nav2_core::GoalChecker.

Yes

cancel()
Method is called when the controller server receives a cancel request. If this method is
unimplemented, the controller will immediately stop when receiving a cancel request. If
this method is implemented, the controller can perform a more graceful stop and signal
the controller server when it is done.

No

setSpeedLimit()

Method is called when it is required to limit the maximum linear speed of the robot.
Speed limit could be expressed in absolute value (m/s) or in percentage from maximum
robot speed. Note that typically, maximum rota!onal speed is being limited
propor!onally to the change of maximum linear speed, in order to keep current robot
behavior untouched.

Yes

In this tutorial, we will use the methods PurePursuitController::configure , PurePursuitController::setPlan  and
PurePursuitController::computeVelocityCommands .

In controllers, configure()  method must set member variables from ROS parameters and perform any ini!aliza!on required.

Here, plugin_name_ + ".desired_linear_vel"  is fetching the ROS parameter desired_linear_vel  which is specific to our controller. Nav2
allows loading of mul!ple plugins, and to keep things organized, each plugin is mapped to some ID/name. Now, if we want to retrieve the
parameters for that specific plugin, we use <mapped_name_of_plugin>.<name_of_parameter>  as done in the above snippet. For example, our
example controller is mapped to the name FollowPath  and to retrieve the desired_linear_vel  parameter, which is specific to “FollowPath”,
we used FollowPath.desired_linear_vel . In other words, FollowPath  is used as a namespace for plugin-specific parameters. We will see
more on this when we discuss the parameters file (or params file).

The passed-in arguments are stored in member variables so that they can be used at a later stage if needed.

In setPlan()  method, we receive the updated global path for the robot to follow. In our example, we transform the received global path
into the frame of the robot and then store this transformed global path for later use.

The computa!on for the desired velocity happens in the computeVelocityCommands()  method. It is used to calculate the desired velocity
command given the current velocity and pose. The third argument - is a pointer to the nav2_core::GoalChecker , that checks whether a goal
has been reached. In our example, this won’t be used. In the case of pure pursuit, the algorithm computes velocity commands such that the
robot tries to follow the global path as closely as possible. This algorithm assumes a constant linear velocity and computes the angular
velocity based on the curvature of the global path.

The remaining methods are not used, but it’s mandatory to override them. As per the rules, we did override all but le% them empty.

2- Exporting the controller plugin

Now that we have created our custom controller, we need to export our controller plugin so that it will be visible to the controller server.
Plugins are loaded at run!me, and if they are not visible, then our controller server won’t be able to load them. In ROS 2, expor!ng and
loading plugins is handled by pluginlib .

Coming back to our tutorial, class nav2_pure_pursuit_controller::PurePursuitController  is loaded dynamically as nav2_core::Controller

which is our base class.

1. To export the controller, we need to provide two lines

Note that it requires pluginlib to export out the plugin’s class. Pluginlib would provide as macro PLUGINLIB_EXPORT_CLASS , which does all the
work of expor!ng.

It is good prac!ce to place these lines at the end of the file, but technically, you can also write at the top.

2. The next step would be to create the plugin’s descrip!on file in the root directory of the package. For example,
pure_pursuit_controller_plugin.xml  file in our tutorial package. This file contains the following informa!on

library path : Plugin’s library name and its loca!on.
class name : Name of the class (op!onal). If not set, it will default to the class type .
class type : Type of class.
base class : Name of the base class.
description : Descrip!on of the plugin.

3. Next step would be to export plugin using CMakeLists.txt  by using CMake func!on pluginlib_export_plugin_description_file() . This
func!on installs the plugin descrip!on file to share  directory and sets ament indexes to make it discoverable.

4. The plugin descrip!on file should also be added to package.xml

5. Compile, and it should be registered. Next, we’ll use this plugin.

3- Pass the plugin name through the params file

To enable the plugin, we need to modify the nav2_params.yaml  file as below

In the above snippet, you can observe the mapping of our nav2_pure_pursuit_controller::PurePursuitController  controller to its id
FollowPath . To pass plugin-specific parameters we have used <plugin_id>.<plugin_specific_parameter> .

4- Run Pure Pursuit Controller plugin

Run Turtlebot3 simula!on with enabled Nav2. Detailed instruc!ons on how to make it run are wri&en at Ge'ng Started. Below is a
shortcut command for that:

Then goto RViz and click on the “2D Pose Es!mate” bu&on at the top and point the loca!on on the map as it was described in Ge'ng
Started. The robot will localize on the map and then click on the “Nav2 goal” and click on the pose where you want your robot to navigate
to. A%er that controller will make the robot follow the global path.

© Copyright 2025, Open Naviga!on LLC.

 Edit

void PurePursuitController::configure(
  const rclcpp_lifecycle::LifecycleNode::WeakPtr & parent,
  std::string name, std::shared_ptr<tf2_ros::Buffer> tf,
  std::shared_ptr<nav2_costmap_2d::Costmap2DROS> costmap_ros)
{
  node_ = parent;
  auto node = node_.lock();

  costmap_ros_ = costmap_ros;
  tf_ = tf;
  plugin_name_ = name;
  logger_ = node->get_logger();
  clock_ = node->get_clock();

  declare_parameter_if_not_declared(
    node, plugin_name_ + ".desired_linear_vel", rclcpp::ParameterValue(
      0.2));
  declare_parameter_if_not_declared(
    node, plugin_name_ + ".lookahead_dist",
    rclcpp::ParameterValue(0.4));
  declare_parameter_if_not_declared(
    node, plugin_name_ + ".max_angular_vel", rclcpp::ParameterValue(
      1.0));
  declare_parameter_if_not_declared(
    node, plugin_name_ + ".transform_tolerance", rclcpp::ParameterValue(
      0.1));

  node->get_parameter(plugin_name_ + ".desired_linear_vel", desired_linear_vel_);
  node->get_parameter(plugin_name_ + ".lookahead_dist", lookahead_dist_);
  node->get_parameter(plugin_name_ + ".max_angular_vel", max_angular_vel_);
  double transform_tolerance;
  node->get_parameter(plugin_name_ + ".transform_tolerance", transform_tolerance);
  transform_tolerance_ = rclcpp::Duration::from_seconds(transform_tolerance);
}

void PurePursuitController::setPlan(const nav_msgs::msg::Path & path)
{
  // Transform global path into the robot's frame
  global_plan_ = transformGlobalPlan(path);
}

geometry_msgs::msg::TwistStamped PurePursuitController::computeVelocityCommands(
  const geometry_msgs::msg::PoseStamped & pose,
  const geometry_msgs::msg::Twist & velocity,
  nav2_core::GoalChecker * /*goal_checker*/)
{
  // Find the first pose which is at a distance greater than the specified lookahead distance
  auto goal_pose = std::find_if(
    global_plan_.poses.begin(), global_plan_.poses.end(),
    [&](const auto & global_plan_pose) {
      return hypot(
        global_plan_pose.pose.position.x,
        global_plan_pose.pose.position.y) >= lookahead_dist_;
    })->pose;

  double linear_vel, angular_vel;

  // If the goal pose is in front of the robot then compute the velocity using the pure pursuit algorithm
  // else rotate with the max angular velocity until the goal pose is in front of the robot
  if (goal_pose.position.x > 0) {

    auto curvature = 2.0 * goal_pose.position.y /
      (goal_pose.position.x * goal_pose.position.x + goal_pose.position.y * goal_pose.position.y);
    linear_vel = desired_linear_vel_;
    angular_vel = desired_linear_vel_ * curvature;
  } else {
    linear_vel = 0.0;
    angular_vel = max_angular_vel_;
  }

  // Create and publish a TwistStamped message with the desired velocity
  geometry_msgs::msg::TwistStamped cmd_vel;
  cmd_vel.header.frame_id = pose.header.frame_id;
  cmd_vel.header.stamp = clock_->now();
  cmd_vel.twist.linear.x = linear_vel;
  cmd_vel.twist.angular.z = max(
    -1.0 * abs(max_angular_vel_), min(
      angular_vel, abs(
        max_angular_vel_)));

  return cmd_vel;
}

#include "pluginlib/class_list_macros.hpp"
PLUGINLIB_EXPORT_CLASS(nav2_pure_pursuit_controller::PurePursuitController, nav2_core::Controller)

<library path="nav2_pure_pursuit_controller">
  <class type="nav2_pure_pursuit_controller::PurePursuitController" base_class_type="nav2_core::Controller">
    <description>
      This is pure pursuit controller
    </description>
  </class>
</library>

pluginlib_export_plugin_description_file(nav2_core pure_pursuit_controller_plugin.xml)

<export>
  <build_type>ament_cmake</build_type>
  <nav2_core plugin="${prefix}/pure_pursuit_controller_plugin.xml" />
</export>

controller_server:
  ros__parameters:
    controller_plugins: ["FollowPath"]

    FollowPath:
      plugin: "nav2_pure_pursuit_controller::PurePursuitController" # In Iron and older versions, "/" was used instead of "::"
      debug_trajectory_details: True
      desired_linear_vel: 0.2
      lookahead_dist: 0.4
      max_angular_vel: 1.0
      transform_tolerance: 1.0

$ ros2 launch nav2_bringup tb3_simulation_launch.py params_file:=/path/to/your_params_file.yaml
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navsat_transform_nodenavsat_transform_node
navsat_transform_node takes as input a nav_msgs/Odometry message (usually the output of ekf_localization_node or ukf_localization_node), a sensor_msgs/Imu containing an accurate estimate
of your robot’s heading, and a sensor_msgs/NavSatFix message containing GPS data. It produces an odometry message in coordinates that are consistent with your robot’s world frame. This value can be
directly fused into your state estimate.

Note:  If you fuse the output of this node with any of the state estimation nodes in robot_localization, you should make sure that the odomN_differential setting is false for that input.

ParametersParameters ¶¶

~frequency~frequency

The real-valued frequency, in Hz, at which navsat_transform_node checks for new sensor_msgs/NavSatFix messages, and publishes filtered sensor_msgs/NavSatFix when publish_filtered_gps is set
to true.

~delay~delay

The time, in seconds, to wait before calculating the transform from GPS coordinates to your robot’s world frame.

~magnetic_declination_radians~magnetic_declination_radians

Enter the magnetic declination for your location. If you don’t know it, see http://www.ngdc.noaa.gov/geomag-web (make sure to convert the value to radians). This parameter is needed if your IMU provides
its orientation with respect to the magnetic north.

~yaw_offset~yaw_offset

Your IMU should read 0 for yaw when facing east. If it doesn’t, enter the offset here (desired_value = offset + sensor_raw_value). For example, if your IMU reports 0 when facing north, as most of them do,
this parameter would be pi/2 (~1.5707963). This parameter changed in version 2.2.1. Previously, navsat_transform_node assumed that IMUs read 0 when facing north, so yaw_offset was used
acordingly.

~zero_altitude~zero_altitude

If this is true, the nav_msgs/Odometry message produced by this node has its pose Z value set to 0.

~publish_filtered_gps~publish_filtered_gps

If true, navsat_transform_node will also transform your robot’s world frame (e.g., map) position back to GPS coordinates, and publish a sensor_msgs/NavSatFix message on the /gps/filtered topic.

~broadcast_utm_transform~broadcast_utm_transform

If this is true, navsat_transform_node will broadcast the transform between the UTM grid and the frame of the input odometry data. See Published Transforms below for more information.

~use_odometry_yaw~use_odometry_yaw

If true, navsat_transform_node will not get its heading from the IMU data, but from the input odometry message. Users should take care to only set this to true if your odometry message has orientation
data specified in an earth-referenced frame, e.g., as produced by a magnetometer. Additionally, if the odometry source is one of the state estimation nodes in robot_localization, the user should have at
least one source of absolute orientation data being fed into the node, with the _differential and _relative parameters set to false.

~wait_for_datum~wait_for_datum

If true, navsat_transform_node will wait to get a datum from either:

The datum parameter
The set_datum service

~broadcast_utm_transform_as_parent_frame~broadcast_utm_transform_as_parent_frame

If true, navsat_transform_node will publish the utm->world_frame transform instead of the world_frame->utm transform. Note that for the transform to be published broadcast_utm_transform also has to
be set to true.

~transform_timeout~transform_timeout

This parameter specifies how long we would like to wait if a transformation is not available yet. Defaults to 0 if not set. The value 0 means we just get us the latest available (see tf2 implementation)
transform.

Subscribed TopicsSubscribed Topics

imu/data A sensor_msgs/Imu message with orientation data
odometry/filtered A nav_msgs/Odometry message of your robot’s current position. This is needed in the event that your first GPS reading comes after your robot has attained some non-zero
pose.
gps/fix A sensor_msgs/NavSatFix message containing your robot’s GPS coordinates

Published TopicsPublished Topics

odometry/gps A nav_msgs/Odometry message containing the GPS coordinates of your robot, transformed into its world coordinate frame. This message can be directly fused into
robot_localization’s state estimation nodes.
gps/filtered (optional) A sensor_msgs/NavSatFix message containing your robot’s world frame position, transformed into GPS coordinates

Published TransformsPublished Transforms

world_frame->utm (optional) - If the broadcast_utm_transform parameter is set to true, navsat_transform_node calculates a transform from the utm frame to the frame_id of the input odometry
data. By default, the utm frame is published as a child of the odometry frame by using the inverse transform. With use of the broadcast_utm_transform_as_parent_frame parameter, the utm frame
will be published as a parent of the odometry frame. This is useful if you have multiple robots within one TF tree.
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rospec is a domain-specific language designed to specify and verify component configurations and their integration in ROS-based robot software. With rospec, you can:

NOTE

Component-based robot software frameworks like ROS allow developers to quickly compose and execute systems by focusing on configuring and integrating reusable components.

However, these components often lack documentation on how to configure and integrate them correctly, leading to misconfigurations that can cause unpredictable and potentially

dangerous robot behaviors.

Define component specifications with explicit parameter types, constraints, and dependencies;

Verify system integrations to ensure components are correctly configured and connected;

Detect misconfigurations early before they lead to runtime failures or dangerous behaviors;

Document component requirements for other developers in a formal, verifiable way.

Here’s a simple example of a rospec specification for a camera node and its configuration:

node type camera_node_type {
    param frame_rate: double where {_ > 0.0 and _ <= 30.0};
    publishes to camera/image_raw: sensor_msgs/Image;
}

system {
    node instance main_camera: camera_node_type {
        param frame_rate = 15.0;  # Valid configuration
    }
}

In this example, rospec ensures that the camera’s frame rate is within the allowed range of (0, 30] frames per second, helping prevent performance issues or hardware damage from

invalid configurations.

NEW

rospec provides a formal way to specify and verify component configurations and integrations, reducing the risks associated with misconfigured robot systems.

Designed for ROS: Built from the ground up with ROS concepts and patterns in mind;

Expressive Type System: Uses liquid types to express constraints on parameter values;

Comprehensive Verification: Checks parameter types, bounds, dependencies, communication patterns, and more;

Two Stakeholder Views: Addresses both component writers who create reusable components and integrators who build systems.

rospec supports verification of multiple kinds of misconfigurations:

Parameter Type Checking: Ensures parameters have correct types;

Value Constraints: Enforces bounds and other restrictions on parameter values;

Parameter Dependencies: Verifies relationships between parameters (e.g., one parameter requiring another);

Communication Verification: Checks publisher-subscriber, service, and action connections;

QoS Compatibility: Ensures Quality of Service settings are compatible;

TF Frame Verification: Validates transform tree connectivity;

Context Validation: Checks that components are deployed in appropriate contexts.

This is a research project within the Software and Societal Systems Department (S3D) and the Robotics Institute at Carnegie Mellon University, and LASIGE at University of Lisbon. For a

detailed explanation of the language design, semantics, and evaluation, check out our paper (currently under review):

Ready to try it out? Get started now or check out our examples to see how rospec can help improve the reliability of your robot software.

Back to top
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ROSpec documents components and detects 
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node type move_group {
param max_acceleration: double where {_ >= 0};
param min_velocity: double;

optional param max_velocity: double = 1.2211;
optional param has_velocity_limits: bool = false;
optional param has_acceleration_limits: bool = false;

} where {
exists(max_velocity) -> has_velocity_limits;

}

21

system {
node instance mv_gp: move_group {
param max_acceleration = 0.0;
param min_velocity = 0.0;
param max_velocity = 3.14;

}
}

Component Integrator

We enforce type restrictions and parameter 
dependencies using liquid and dependent types

Liquid Type: Only allow positive max accelerations

Dependent Type: If max_velocity is set, then has_velocity_limits is true

✘
Dependency exists(max_acceleration) -> has_acceleration_limits

not satisfied in move_group

15

By specifying over component 
configurations and their integration, we can 

detect misconfigurations prior to deployment

{properties}
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