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This talk is about (preventing) robots crashing
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The Robot Operating System (ROS) improves
development by focusing on component reuse

“We have designed ROS to support our philosophy of modular, tools-based software development”
[Quigley et al, 2009]
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However, unchecked component assumptions and
lack of documentation lead to misconfigurations
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Misconfigurations arise from mismatched expectations and guarantees when
configuring and integrating components
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The airdrone_driver sends sensor data, while
the object_detector receives and processes it

airdrone_autonomy pkg
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Missing semantic information regarding image
format leads to image color mismatches

. - Frame: provided image has not the same size as the
airdrone_autonomy pkg —

camera model or image is not grayscale
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Missing semantic information regarding image
format leads to image color mismatches
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By specifying over component

configurations and their integration, we can
detect misconfigurations prior to deployment




ROSpec: A specification language for refining
ROS components configurations and integration
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ROSpec design is based on prior work in
misconfigurations [1]

) rghdslam_v2 not receiving any video stream from Realsense
R200

RGBDSLAM rgbdslam_v2 rgbdslamv2 realsense realsense_camera

n I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose, asked Apr 8 '16
m I have the realsense_r200_nodelet running on $ROS_MASTER_URI like so I-I o

Q updated Apr 8 '16

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

Messages

| have rgbdslam running on a separate machine. | run it like so

Calibration

[roslaunch rgbdslam rgbdslam.launch ]

v

Taxonomy of Misconfigurations

Unfortunately, | don't see any video being captured on the GUI that comes up. | have updated the

rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below Em bedded DSL

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>

<param name="config/base_frame_name" value="/camera_link"/>

<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

Contextual

Parameters

Semantic Types

Set config/topic_points to "" . As specified in the launch file : "if empty, answered Apr 10 '16
al-dev

0 poincloud will be reconstructed from image and depth” 8§73 +7 <14 #20

add a comment S link

[1] Paulo Canelas, Bradley Schmerl, Alcides Fonseca, and Christopher S. Timperley. 2024. Understanding Misconfigurations in ROS: An
Empirical Study and Current Approaches. In Proceedings of the International Symposium on Software Testing and Analysis.
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ROSpec design is based on prior work in
misconfigurations and two primary stakeholders

Bob(s) ® ® Component Writer
Responsible for creating reusable
packages composed of multiple nodes
r that allow easy configuration.
T

‘ <> H <> H <> ’

® Component Source-Code

class VelocityPublisher:
def __init__(self):
rospy.init_node('velocity_publisher')

self.min_vel_x

rospy.get_param('~min_vel_x', 0.1)
self.max_vel_x

rospy.get_param('~max_vel_x', 0.5)

self.pub = rospy.Publisher('/cmd_vel', Twist)
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ROSpec design is based on prior work in
misconfigurations and two primary stakeholders

Alice
Bob(s) ® ® Component Writer ® ® Component Integrator
Responsible for creating reusable Who select and adapts components to
packages composed of multiple nodes 3 meet system requirements, while
that allow easy configuration. . ensuring that configurations match
<> the component assumptions
‘ <> H <> H <> ’
® ROS Configuration File
® Component Source-Code 7 ”
odom
class VelocityPublisher: “base_1ink”

def __init__(self):
rospy.init_node('velocity_publisher')

self.min_vel_x

rospy.get_param('~min_vel_x', 0.1)
self.max_vel_x

rospy.get_param('~max_vel_x', 0.5)

self.pub = rospy.Publisher('/cmd_vel', Twist)
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We enforce type restrictions and parameter
dependencies using liquid and dependent types

® ® Component Writer ® ® Component Integrator

node type move_group 1 system {
node instance mv_gp: move_group {

param max_acceleration = 0.0;

param max_acceleration: double where {_ >= 0}; ;
param max_velocity = 3.14;

optional param max_velocity: double = 1.2211; }
optional param has_velocity_limits: bool = false; h
} where {
(max_velocity) -> (has_velocity_limits);

}
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We enforce type restrictions and parameter
dependencies using liquid and dependent types

Liquid Type: Only allow positive max accelerations

® ® Component Integrator

® ® Component Writer

node type move_group { system {
node instance mv_gp: move_group {
param max_acceleration: double where {_ >= 0}; param max_acceleration = 0.0;
param max_velocity = 3.14;
optional param max_velocity: double = 1.2211; }
optional param has_velocity_limits: bool = false; h
} where {
(max_velocity) -> (has_velocity_limits);

}

In-Value Dependent Type: If max_velocity is set, then has_velocity_limits must be set
22



We enforce type restrictions and parameter
dependencies using liquid and dependent types

Liquid Type: Only allow positive max accelerations

® ® Component Integrator

® ® Component Writer

node type move_group { system {
node instance mv_gp: move_group {
param max_acceleration: double where {_ >= 0}; param max_acceleration = 0.0;
param max_velocity = 3.14;
optional param max_velocity: double = 1.2211; +
optional param has_velocity_limits: bool = false; h
} where { pena ists ( leration) ->
. _ . . . epenaency exists max_acce eration =
1 (max_veloclty) > (haS_VE-LOCl'ty_llmlt exists (has_acceleration_limits) not satisfied in move_ group

Vv

In-Value Dependent Type: If max_velocity is set, then has_velocity_limits must be set
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Liquid types are also used to structurally refine
the architecture of the system

® ® Component Writer

node type openni_node {
optional param depth_frame_id: string = "/openni_depth_optical_frame";
optional param rgb_frame_id: string = "/openni_rgb_optical_frame";

publishes to camera/depth/points: sensor_msgs/PointCloud2 where { ( (L)) ==11};
I
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Liquid types are also used to structurally refine
the architecture of the system

® ® Component Writer

node type openni_node {
optional param depth_frame_id: string = "/openni_depth_optical_frame";
optional param rgb_frame_id: string = "/openni_rgb_optical_frame";

publishes to camera/depth/points: sensor_msgs/PointCloud2 where { ( (1)) ==11};
¥

Liquid Type: There must only be one publisher to the topic
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Liquid types are also used to structurally refine
the architecture of the system

® ® Component Writer

node type openni_node {

optional param depth_frame_id: string = "/openni_depth_optical_frame";
optional param rgb_frame_id: string = "/openni_rgb_optical_frame";
publishes to camera/depth/points: sensor_msgs/PointCloud2 where { ( (1)) ==11};

Liquid Type: There must only be one publisher to the topic

openni nodel

® ® Component Integrator

system {
node instance openni_nodel: openni_node { .. }

count (publishers(_) == 1

/camera/depth/points

node instance openni_node2: openni_node { .. }

openni_node2 26




Policies refine component connections by
providing semantic information

® ® Component Writer 1

node type openni_camera_driver {
{effortlqos}
publishes to /camera/rgb/image_raw: sensor_msgs/Image;

I
® ® Component Writer 2

node type custom_node {
{reliable5qos}
subscribes to /camera/rgb/image_raw: sensor_msgs/Image;

}.
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Policies refine component connections by
providing semantic information

® ® cComponent Writer 1 Quality of Service (Jo5) policies allow you to tune

node type openni_camera_driver { . Communiqati.o_n betwee.':‘ nodes .
{effortlqos} (history, depth, reliability, durability, deadline, ...)

PUBTisShes to " /camera/rgb/image_raw: sensor_msgs/Image;

}

® ® Component Writer 2

node type custom_node {
{reliable5qos}
sUbscribes to /camera/rgb/image_raw: sensor_msgs/Image;

}.
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Policies refine component connections by
providing semantic information

® ® cComponent Writer 1 Quality of Service (Jo5) policies allow you to tune

node type openni_camera_driver { . Communiqati.o_n betwee.':‘ nodes .
{effortlgos} (history, depth, reliability, durability, deadline, ...)
PUBTisShes to " /camera/rgb/image_raw: sensor_msgs/Image; )
} Publisher Subscription Compatible
Best effort Best effort Yes

® ® Component Writer 2 Best effort Reliable No

node type custom_node {
{reliable5qos}

. sUbscribes to /camera/rgb/image_raw: sensor_msgs/Image; Reliable Reliable Yes

Reliable Best effort Yes
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Policies refine component connections by
providing semantic information

® ® cComponent Writer 1 Quality of Service (Jo5) policies allow you to tune

node type openni_camera_driver { communication between nodes

{effortlqos} (history, depth, reliability, durability, deadline, ...)
PUBTisShes to " /camera/rgb/image_raw: sensor_msgs/Image; . o ]
} Publisher Subscription Compatible
DAact AFFAV+ DAct AffFAvE /A~
Publisher Subscription Compatible
® ® Component Writer 2
Default Default Yes
node type custom_node {
{reliable5qos} Default X No
sUbscribes to /camera/rgb/image_raw: sensor_msgs/Image;
s X Default Yes
X X Yes
X y (Where y > x) Yes

X y (Where y < x) No
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Policies refine component connections by
providing semantic information

® ® cComponent Writer 1 Quality of Service (Jo5) policies allow you to tune

node type openni_camera_driver {

communication between nodes

{effortlqos} (history, depth, reliability, durability, deadline, ...)
PUBTisShes to " /camera/rgb/image_raw: sensor_msgs/Image; . o ]
} Publisher Subscription Compatible
22 Ppublisher Subscription Compatible
Publi
® ® Component Writer 2 Automatic Automatic Yes
Defal
node type custom_node { Automatic Manual by topic No
{reliableS5qos} Defal
sUbscribes to /camera/rgb/image_raw: sensor_msgs/Image; Manual by topic Automatic Yes
}
X Manual by topic Manual by topic Yes
X X " Yes '
X y (Where y > x) Yes

X y (Where y < x) No
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Policies refine component connections by
providing semantic information

® ® cComponent Writer 1 Quality of Service (Jo5) policies allow you to tune

node type openni_camera_driver { communication between nodes

{effortlgos} (history, depth, reliability, durability, deadline, ...)
PUBTisShes to " /camera/rgb/image_raw: sensor_msgs/Image; ) o .
} Publisher Subscription Compatible
2~ Ppublisher Subscription Compatible

Publi

® ® Component Writer 2
B bublsher | Subscriofion | Compmticle

node type custom_node { »

{reliable5qos} D Default Default Yes
sUbscribes to /camera/rgb/image_raw: sensor_msgs/Image; 5
efau X o) .
} . Default N
X Default Yes >
X | 4
X X Yes
X
X y (Where y > x) Yes
X

X y (Where y < x) No

32



Policies refine component connections by
providing semantic information

® ® cComponent Writer 1 Quality of Service (Jo5) policies allow you to tune

node type openni_camera_driver { . Commun'c?at'.o.n betwe(?':‘ nodes .
{effortlqos} (history, depth, reliability, durability, deadline, ...)
PUBTisShes to " /camera/rgb/image_raw: sensor_msgs/Image; . o ]
} Publisher Subscription Compatible
22 Ppublisher Subscription Compatible
Publi
® ® Component Writer 2 _ o _ 5
D, Publisher Subscription Compatible
node type custom_node { »
{reliable5qos} D Default Default Yes .
sUbscribes to /camera/rgb/image_raw: sensor_msgs/Image; 5
} N Default X No .
X Default Yes >
X | 4
Publisher Subscription Compatible Result Yes
Volatile Volatile Yes New messages only Where y > X) Yes
Volatile Transient local No No communication
Transient local Volatile Yes New messages only where y< X) No

| 4

Transient local Transient local Yes New and old messages 33



Policies refine component connections by
providing semantic information

86 Figuring out the right QoS settings to use for nodes is also a pain,
since certain combinations are not compatible with others, so for
every nodes, you have to consult the compatibility matrix and make
sure that all subscribers and publishers agree with each other. [2]

[2] https://docs.google.com/forms/d/1GWb7RrSPkvdgl49L MrsTyoAy3i29L O6AuFSIUzsuwrs, from Open Robotics
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Policies refine component connections by
providing semantic information

® ® Component Writer 1

node type openni_camera_driver { policy instance effortlgos: {
{effortlqos}tt setting reliability = BestEffort;
PUBTisShes to " /camera/rgb/image_raw: sensor_msgs/Image; setting depth = 1;
I }
® ® Component Writer 2 x
node type custom_node { policy instance reliableSqos: {
{reliableSqos}t setting reliability = Reliable;
sUbscribes to /camera/rgb/image_raw: sensor_msgs/Image; setting depth = 1;
}.

}.

® ® Component Integrator

system {
node instance node: custom_node { }
node instance openni_node: openni_camera_driver { }

hy

35
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We evaluate ROSpec on a medium-sized robot
and a dataset of real-world misconfigurations

/N rghdslam_v2 not receiving any video stream from Realsense
3 R200 e |

=
1 RGBDSLAM 7y rgbdslam_v2 ¥y rgbdslamv2 ¥y realsense "y realsense_camera 1

n I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose,

asked Apr 8 '16
1 archit |

| have rgbdslam running on a separate machine. | run it like so

m | have the realsense_r200_nodelet running on $ROS_MASTER_URI like so | 3410203 |

Q [updated Apr 8'16 ] L I
roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30 ] L
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640 ] ]

[roslaunch rgbdslam rgbdslam. launch ]

Unfortunately, | don't see any video being captured on the GUI that comes up. | have updated the D
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below D

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>

<param name="config/base_frame_name" value="/camera_link"/>

<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

/\. Set config/topic_points to "" .As specified in the launch file : "if empty, answered Apr 10 '16 |

() Poincloud will be reconstructed from image and depth” | e
v | |
0 add a comment S link :
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We evaluate ROSpec on a medium-sized robot
and a dataset of real-world misconfigurations




Responsible for following a path, avoiding
dangerous areas, and respecting speed limits
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Responsible for following a path, avoiding
dangerous areas, and respecting speed limits

e ———————~

: AR E20) Obstacle
i =
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We specified 19 components, using both liquid
and dependent types to refine configurations

® ® Component: amcl

node type amcl {
distribution: AfterHumbleVersion;

optional param max_beams: int = 60;

optional param max_particles: int = 2000;

optional param min_particles: int = 500;

optional param laser_max_range: double where {_ >= 0} = 100.0;
optional param set_initial_pose: bool = false;

optional param initialpose: geometry_msgs/Pose2D = geometry_msgs/Pose2D {

x = 0.0,
y = 0.0,
theta = 0.0,

F;

{sensor_data_profile}
subscribes to (scan_topic): RestrictedLaserScan;

{sensor_data_profile}
publishes to particle_cloud: nav2_msgs/ParticleCloud;

provides service request_nomotion_srv: std_srvs/Empty;

} where {
min_particles < max_particles;
set_initial_pose -> (initial_pose); 41



We specified 19 components, using both liquid
and dependent types to refine configurations

® ® Component: amcl

node type amcl {
distribution: AfterHumbleVersion;

optional param max_beams: int = 60;

optional param max_particles: int = 2000;

optional param min_particles: int = 500;

optional param laser_max_range: double where {_ >= 0} = 100.0;
optional param set_initial_pose: BOOT"="false;

optional param initialpose: geometry_msgs/Pose2D = geometry_msgs/Pose2D {

x = 0.0,
y = 0.0,
theta = 0.0,

F;

{sensor_data_profile}
sUbScribes to (stah_topic): RestrictedLaserScan;

{sensor_data_profile}
publishes to particle_cloud: nav2_msgs/ParticleCloud;

provides service request_nomotion_srv: std_srvs/Empty;

} where {
min_particles < max_particles;
set_initial_pose -> (initial_pose);

h

~

— Total: 498 lines

—44 Liquid types

—&% QoS policies

—4 Dependencies




We evaluate ROSpec on a medium-sized robot

and a dataset of real-world misconfigurations

>E88

rghdslam_v2 not receiving any video stream from Realsense

R200

RGBDSLAM rgbdslam_v2 rgbdslamv2 realsense realsense_camera

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose, asked Apr 8 '16
|

| have the realsense_r200_nodelet running on $ROS_MASTER_UR! like so i I i

updated Apr 8 '16

/roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

| have rgbdslam running on a separate machine. | run it like so

[rostaunch rgbdslam rgbdslam. launch

Unfortunately, | don't see any video being captured on the GUI that comes up. | have updated the
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw" />
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>

<param name="config/base_frame_name" value="/camera_link"/>

<param name="config/camera_info_topic" value="/camera/color/camera_info"/>

Set config/topic_points to "" . As specified in the launch file : "if empty, answered Apr 10 '16
al-dev

poincloud will be reconstructed from image and depth” 873 7 <14 020

 link

e
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We evaluate ROSpec on a medium-sized robot
and a dataset of real-world misconfigurations

s

rghdslam_v2 not receiving any video stream from Realsense
R200 i

RGBDSLAM rgbdslam_v2 rgbdslamv2 realsense realsense_camera

e

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose, asked Apr 8 '16
|

| have the realsense_r200_nodelet running on $ROS_MASTER_URI like so i I i
updated Apr 8 '16

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual.launch color_fps:=30
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640 7 F

| have rgbdslam running on a separate machine. | run it like so = ]
\rroslaunch rgbdslam rgbdslam. launch ‘
Unfortunately, | don't see any video being captured on the GUI that comes up. | have updated the -J E
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below J
<param name="config/topic_image_mono" value="/camera/color/image_raw"/>

<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>

<param name="config/topic_points" value="/camera/depth/points"/>

<param name="config/base_frame_name" value="/camera_link"/>

<param name="config/camera_info_topic" value="/camera/color/camera_info"/>
Set config/topic_points to "" . As specified in the launch file : "if empty, answered Apr 10 '16 B

. = . " al-dev
poincloud will be reconstructed from image and depth 873 o7 014 020
add a comment  link

Ink
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We manually inspect 182 questions from a Q&A
platform, and specify components & systems

rghdslam_v2 not receiving any video stream from Realsense
9 R200 F

RGBDSLAM rgbdslam_v2 rgbdslamv2 realsense realsense_camera

I'm trying to use a Realsense R200 camera to generate 3-D maps. For this purpose, asked Apr 8 "16
| have the realsense_r200_nodelet running on $ROS_MASTER_URI like so I-I S
SO

>EB

updated Apr 8 '16

roslaunch realsense_camera realsense_r200_nodelet_standalone_manual. launch color_fps:=30
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640

| have rgbdslam running on a separate machine. | run it like so

{roslaunch rgbdslam rgbdslam.launch ]

Unfortunately, | don't see any video being captured on the GUI that comes up. | have updated the ]
rgbdslam.launch file to have the right values for the config parameters. The relevant ones are as shown below

<param name="config/topic_image_mono" value="/camera/color/image_raw"/>
<param name="config/topic_image_depth" value="/camera/depth/image_raw"/>
<param name="config/topic_points" value="/camera/depth/points"/>

<param name='"config/base_frame_name" value="/camera_link"/>

<param name='"config/camera_info_topic" value="/camera/color/camera_info"/>

Set config/topic_points to "" . As specified in the launch file : "if empty, answered Apr 10 '16
0 3 . " al-dev
0 poincloud will be reconstructed from image and depth 3 o P
add a comment S link
1k
k
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We manually inspect 182 questions from a Q&A
platform, and specify components & systems

. rghdslam_v2 not receiving any video stream from Realsense e
R200 )
- ---- What packages are used?

slaunch realsense_camera realsense_r200_nodelet_standalone_manual. launch color_fps:=30

ro I l)
= | B
color_height:=480 color_width:=640 depth_fps:=30 depth_height:=480 depth_width:=640 Wh at CO I I I p O n e ntS are u Sed -]

name="config/topic_image_mono" value="/camera/color/image_raw"/>

m _|

ram name="config/topic_image_depth" value="/camera/depth/image_raw"/> - - ?
——————

a name="config/topic_points" value="/camera/depth/points"/> n a Co n Ig u ra IO n S are u Se H

am name='"config/base_frame_name" value="/camera_link"/>

name="config/camera_info_topic" value="/camera/color/camera_info"/>

A ANANANNA
T T T T T
0 o 0 o
= = 5

Set config/topic_points to "" . As specified in the launch file : "if empty, answered Apr 10
0 poincloud will be reconstructed from image and depth" abge

---- What is the fix?



We use components documentation, and our
playground to create and refine specifications

920
Q
@ / Plugin Tutorials / Writing a New Controller Plugin— ©) Edit m rospec
Writing a New Controller Plugin S 1 rospec - A Domain-Specific Language for ROS-based Robot Software
pandlads) v Ensuring the correct configuration and integration of your ROS components.
* Overview Examples

* Requirements Evaluation Get Started View on GitHub

« Tutorial Steps

Playground
About us
What is rospec?
rospec is a domain-specific language designed to specify and verify component configurations and their integration in ROS-based robot software. With rospec, you can:
NOTE
ese leelmalen 2Bz desun et Freiews | nox | ess Component-based robot software frameworks like ROS allow developers to quickly compose and execute systems by focusing on configuring and integrating reusable components.
However, these components often lack documentation on how to configure and integrate them correctly, leading to misconfigurations that can cause unpredictable and potentially
navsat transform node dangerous robot behaviors.
navsat_transform node takes as input a nav_msgs/Odometry message (usually the output of ekf_localization node or ukf_localization_node), a sensor_msgs/lmu containing an accurate estimate Define ifications with explicit parameter types, constraints, and dependencies;
of your robot's heading, and a sensor_msgs/NavSatFix message containing GPS data. It produces an odometry message in coordinates that are consistent with your robot's world frame. This value can be ' ’ '
directly fused into your state estimate. - Verify system integrations to ensure components are correctly configured and connected;
Detect misconfigurations early before they lead to runtime failures or dangerous behaviors;
Note: If you fuse the output of this node with any of the state estimation nodes in robot_localization, you should make sure that the odom_differential setting is false for that input. o . .
q for other developers in a formal, verifiable way.
Table Of Contents Parameters Quick Example
ELDE D Here's a simple example of a rospec specification for a camera node and its configuration:
navsat_transform_node
= Parameters ~frequency
= ~frequency node type camera_node_type {
» ~delay The real-valued frequency, in Hz, at which navsat_transform_node checks for new sensor_msgs/NavSatFix messages, and publishes filtered sensor_msgs/NavSatFix when publish_filtered gps is set CETED) (e ELreres (U O 4L, & 0.0 6 - & S0008
« ~magnetic_dec to true. = = 8 G 2 . - <= 500
D e publishes to camera/image_raw: sensor_msgs/Image;
. titude T
. ~delay
system {
ry_ya The time, in second: Iculating the transform from GPS coordinates o your robof node instance main_camera: camera_node_type {
param frame_rate = 15.0;
¥
T

rospec.pcanelas.com
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ROSpec documents components and detects
real misconfigurations made by developers

Component specification possible

Missing integration information

\

.

/

1 Not Supported
Cannot model the concept (e.g., URDF)

32%
17%

use of
Dependent types

explicit use of

Liquid types
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ROSpec documents components and detects
real misconfigurations made by developers

‘E] 2 8 Not enough context Out of Scope 3 1 (C//: )
W Missing information How-to use, bug in component

\

0 use of
Component specification possible O Dependent types

0O/ explicit use of
Missing integration information O Liquid types
/

1 Not Supported
Cannot model the concept (e.g., URDF)
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Rospec: A Domaln_specmc ROSpec: A Domain-Specific Language for ROS-Based Robot
Language for ROS-based Software

R O b Ot S Oftwa re PAULO CANELAS, Carnegie Mellon University, USA and University of Lisbon, Portugal
BRADLEY SCHMERL, Carnegie Mellon University, USA

ALCIDES FONSECA, University of Lisbon, Portugal
CHRISTOPHER S. TIMPERLEY, Carnegie Mellon University, USA

We enforce type restrictions and parameter
3-14 dependencies using liquid and dependent types

Component-based robot software frameworks, such as the Robot Operating System (ROS), allow developers
to quickly compose and execute systems by focusing on configuring and integrating reusable, off-the-shelf

Paulo Canelz /7 Liquid Type: Only allow positive max accelerations components. However, these components often lack documentation on how to configure and integrate them
Carnegle Mellon Univg) ® @ Component Writer correctly. Even when documentation exists, its natural language specifications are not enforced, resulting

University of Lisbon . . .
node tvpe move_group { £ - +1 +1 1 4 1 +ahl 1 + 11 h | 1 + 1 1 1 +1 1

param max_acceleratio

param min_velocity: d

optional param max_ve
optional param has_ve
optional param has_ac
} where {
exists(max_velocity)

}

By specifying GlgJdIn*+TX}d over component

§

configurations and their integration, we can
detect misconfigurations prior to deployment
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